AquaBot

Ascictive Drinking Robot for
People with Mobility
Impairments

By Angela, Hari, Cara




Our Friend'e ctory ic our motivation

Our friend, Bob, ic a caregiver for hic brother, Bryant, who ic quadriplegic. Bob feelc quilty

about ruching Bryant to finich hic tea quickly.
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ﬂ Sensors m\py

Article
Visual Sensor Fusion Based Autonomous Robotic System for
Assistive Drinking

Pieter Try *', Steffen Schéllmann 9, Lukas Wéhle © and Marion Gebhard

Fig. 1. Our BMI-controlled robot providing a user with a drink. The
BMI consists of three components, (i) the EEG recording system, (ii) the
RGB-D camera and (iii) the robotic manipulator. The EEG is used to detect
go-commands from the user. The RGB-D camera detects the mouth of the
user as well as the drinking cup. The robotic manipulator grasps the cup,
serves the drink to the user and places the cup back to the table.

Figure 1. The robotic system. (A) Kinova Jaco Robot Arm (B) Drinking Cup (C) Intel RealSense D435
Camera (D) VL53L1X Distance Sensor (E) Tacterion Plyon Force and Capacitive Sensor. (F) Environ-
mental Sensor (part of our previous work [15]) which is not used in this system.




Platform Base

Whisky bot Fixed

Schroer et al. Fixed
(2015)

Try et al. (2021) Fixed
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Aquabot Mobile

Interface with the
user

EEG

EEG

Full autonomy

Shared autonomy
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Sensing modality
for delivery

N/A

RGBD

Distance + RGBD
+ Capacitive
sensor

RGBD

Navigation

No

No

No

Yes
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| Debydration ic prevalent in people with mobility impairments

M) 77

In 2014, 24 million
people require
assistance in ADL.




Outcome:

Problem:
Dehydration People with mobility impairments Aquabot

Population:

An accictive drinking robot which helpe caregivere deliver fluide to addrece debydration in people with

‘\ mobility impairments.
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Drinking accictance robot baced on indoor localization

JORY dng o cup Yo dbet hond. 2 biving the target position by Caregiver 3 Robot come to the ucer
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https://youtu.be/wl_AECFJkrE
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1. Ucer tell the robot where to g0 by

pointing to target pocition in the map. 2 Pobot come to the ucer
P in the target pocition.
N
N

I S




Accumptione 7N\

7 Robot hac a cup on it'c hand 2 Robot hae a map of the 3 Robot hac a 1.5 m cafety
room dictance from the ucer. The

arm i¢ longer than the

cafety dictance.
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Implementation
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Open mouth detection 17
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We do 4 Evaluation taske to test the robot performances
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How far the robot can reach?

Em

T

Dectination [ime I¢ goal

Dictance [aken ( cece) achieved?

Tim 55 Vec
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How accurate ic the robot in performing repetitive tacke?

(cec) Time taken for the robot to move one meter
125

Turn Turn Turn Turn Turn Turn Turn Turn Turn Turn Turn Turn Turn Turn Turn
4 5 6 7 8 9 10 11 12 13 14 15

Succece tack = the robot move in to the target position within 100 ceconds.
Succece rate = (No. of cuccece tack/No. of total experiment) x 100%
= (14/ 15)*100 = 734
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NRlA

How accurate ic the robot in performing repetitive tacke?

Robot provided water every 7 out of 10 timeclll
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Error rate in reaching the dectination:

Comparison between Actual destination and Robot's postition

== Actual Destination Distance == Robot's Distance from Actual Destination
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Error rate Calculation:

Spuared errorc= X (Actual Dectination Dictance - Robot'c pocition) "2
Mean Squared error:= cquared errore [/ Total no.of experimente

Root Mean cquared ekrok:=\/ Mean cquared error

Error rate: 1.7%
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There are 3 main challengee that we found in general
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Human - Robot
Interaction
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Interaction with ctakeholdere

. Henry Evane and Jane Evane Bob and Bryant Prof.Edward




Henry and Jane Evan

Believec it ic beneficial to most quadriplegics

“TF it takec lece time for me to do a tack
than to cet up a system to do it for me, I
would just do it.” - Jane

Henry doecn’t have the ability to cwallow <o thic
prototype won't be uceful for him, but he ic excited
to work with uc to perfect the prototype for feeding.



Home licitation- Bob and Bryante family PR

® Bryant can talk, type, and eat.

® Chort time obcerve their environment and Home ‘/;(’ itation
//vfhg.

® e ic excited to uce the robot. - “If it hae

high accuracy, T will uce the cyctem!”

® e ic aleo interected in autonomous

grabbing feature.




[ech trangfer expert - Prof. Edward

®  Chould make it fully autonomous

®  (Jeeful for people who have mobility impairments, eq.

quadraplegic, cevere tremor, or cerebral palcy patient.

®  Should continue do clinical triale for next ctep to recearch

grant.
Think about how to balance cafety and timing conctrainte.

More extengive tecting.



‘ Further ctudy - Experimentation

Clinical Trial need

- receive feedback from ucere before

developing new feature to robot.

- Getting measurable outcome



Future Work

Better interface with the ucer, e.g.,

voice commande Autonomous Grabbing of different
liquide at different location



